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MOTIVATION
Task: Predict segments of fine-grained action from a given video
• Fine-grained actions are difficult to visually distinguish based on

individual frames
• Two-stream approaches are computationally expensive in general

(optical flow + multi-stream inference)
Contributions:
• Modeling motion in feature space using changes in adaptive recep-

tive fields over time
• Introducing local coherency constraint to enforce consistency in

motion
• Constructing a backbone single-stream network to jointly learn

spatio-temporal features

PROBLEM FORMULATION
Background:
• Standard convolution: y[n] =

∑
k w[−k]x [n + k]

• Deformable convolution: for ∆̈ ∈ RN×K ,
y[n] =

∑
k w[−k]x

(
n + k + ∆̈n,k

)
,
(

∆̈n,k = (hk ∗ x)[n]
)

• Adaptive receptive field at time t:
F̈(t) ∈ RN×K where F̈

(t)
n,k = n + k + ∆̈

(t)
n,k

Temporal modeling: r̈(t) = F̈(t) − F̈(t−1) = ∆̈(t) − ∆̈(t−1),
r̈(t) 6= 0 only for deformable convolutions
No guarantee of local consistency in receptive fields:
• ∆̈n,k corresponds to x[n + k] = x[m], where m = n + k.
• Multiple ways to decompose: m = (n− l) + (k + l), for any l

Locally-consistent deformable convolution (LCDC):
y[n] =

∑
k

w[−k]x
(
n + k + ∆̇n+k

)
, where ∆̇ ∈ RN

• Local coherency constraint: LCDC is a special case of deformable
convolution where ∆̈n,k = ∆̇n+k, ∀n, k.

• Appearance information: from the last layer.
• Motion information: from ∆̇ of multiple layers in feature space

OUR APPROACH
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RESULTS

50 Salads dataset: 50 salad making videos, each 5-10 minutes. We
report 2 granularity levels: mid (17 classes) and eval (9 classes)

GTEA dataset: 28 kitchen activity videos, each around 1 minute. On
average, a video has 19 segments from 7 classes

Ablation Study: on split 1 of 50 Salads dataset


